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Abstract

For the general application of liquid crystal thermography on ®lm cooling measurement, two separate tests with

di�erent injection ¯ow temperature rises are conducted under the same free-stream temperature and ¯ow conditions.

Therefore, a pair of equations for the two separate test conditions is solved to obtain heat transfer coe�cient and ®lm

cooling e�ectiveness. An error could possibly occur in evaluating the ®lm cooling e�ectiveness if an improper pair of

injection temperatures was chosen. To reduce the data reduction error, a better mean to select an adequate pair of

heated injection temperatures is recommended in current study. Ó 2001 Elsevier Science Ltd. All rights reserved.

1. Introduction

Recently, the transient liquid crystal thermography is

popularly introduced in the ®lm cooling measurement

that is classi®ed as a three-temperature system (free-

stream temperature, wall temperature and injection ¯ow

temperature) in heat transfer studies. For the unknown

heat transfer coe�cient and ®lm cooling e�ectiveness at

every ®xed measured position, two equations are needed

to solve the two parameters. Correspondingly, two ex-

perimental tests with di�erent local ¯uid temperatures,

which may produce di�erent temperature responses of

the test surface, are conducted to construct the two

equations. Therefore, this ``two-test method'' is the basic

theoretical formulation for the transient liquid crystal

thermography of a three-temperature system [1]. The

di�erent local ¯uid temperatures are achieved by altering

the injection ¯ow temperature under ®xed free-stream

conditions.

The present study addresses the e�ect of the chosen

injection temperature pair on the ®lm cooling e�ective-

ness result, since it might possibly cause signi®cant error

but was disregarded in the prior studies. The pair of

di�erent injection temperatures is generally chosen at

temperatures near the two characteristic temperatures,

which are the free-stream temperature and initial tem-

perature of test piece. In general, one of the character-

istic temperatures is normally preserved at room

temperature for convenience [2±6].

Another method to reduce the error caused by

injection temperature is the ``multi-test regression

method''. Drost et al. [7] had carried out 6 to 8 tests by

varying injection temperatures over a range of 50°C. The

experimental process and data analysis are more com-

plicated than two-test method.

In this paper, a ¯at plate ®lm cooling model (P/

d� 3, M� 0.5, Red� 2200) with a row of injection

holes (spanwise angle b� 0°, inclination angle c� 35°)

is used to investigate the e�ect of chosen injection

temperature pair on ®lm cooling e�ectiveness in the

two-test method of transient liquid crystal thermog-

raphy. Eight tests of di�erent injection temperatures

were conducted. The injection temperatures were

widely varied in a range of 50°C among these tests. By

taking two tests as a ``test set'' of the two-test method,

the permutation and combination of the eight tests

with di�erent injection temperatures forms 28 test sets.

The 56 equations of these test sets (two equations for
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each test set) were all simpli®ed by the ``equivalent

step temperature'' (EST) method [8] and discussed

systematically. The regression results for the eight tests

were also shown for comparison. The present results

show that the injection temperature pair has to be

properly chosen to determine an accurate and rea-

sonable heat transfer coe�cient and ®lm cooling ef-

fectiveness. A better tactic is also found to reduce the

system error by understanding the system character-

istics for the two-test model of transient liquid crystal

thermography.

2. Theory

2.1. Theoretical analysis

In ®lm cooling measurement, the temperature ®eld is

a three-temperature system and consists of the free-

stream temperature Tm, wall surface temperature Tw and

injection ¯ow temperature Tc. The physical model of the

transient liquid crystal thermography can be simpli®ed

and described by a transient, one-dimensional heat

conduction equation with constant property over a

semi-in®nite solid

o2T
oZ2
� a

oT
ot

�1�

with boundary conditions

Z � 0; ÿk
oT
oZ
� h�Tw ÿ Tr�;

Z !1; T � T0; �2�
and initial condition

t � 0; T � T0; �3�
where T0 is the initial temperature of the wall and

Tr is the reference temperature, which will be the

®lm temperature that drives the heat transfer phe-

nomenon.

The temperature variation versus time on the wall

surface, where the liquid crystal is sprayed in the ex-

periment, is the solution at Z � 0. That is

Tw ÿ T0

Tr ÿ T0

� 1ÿ exp
h2at
k2

� �
erfc

h
����
at
p
k

� �
: �4�

With ®lm cooling e�ect, Tr can be expressed as

Tr � �1ÿ g�Tm � gTc; �5�
where the ®lm cooling e�ectiveness g is de®ned as

g � Tr ÿ Tm

Tc ÿ Tm

: �6�

To simplify Eq. (4), de®ne a function B as

B�x� � 1ÿ exp�x2�erfc�x�: �7�

Nomenclature

B dimensionless temperature function

d injection hole diameter, m

f test function of conducting regression analysis

h heat transfer coe�cient de®ned on wall and

®lm temperature, W/m2 K

hEST given h value for determining EST in Eqs. (10)

and (11), W/m2 K

h spanwise averaged heat transfer coe�cient,

W/m2 K

k thermal conductivity of test surface, W/m K

L injection hole length, m

M blowing ratio� qcuc=qmum

P pitch of injection holes, m

T temperature, °C

Tu free-stream turbulent intensity, %

t time, s

u velocity, m/s

X axial distance from the center of injection hole,

m

Y spanwise coordinate along the injection hole,

m

Z coordinate normal to the surface, m

Greek symbols

a thermal di�usivity of test surface, m2/s

b spanwise angle of injection hole, deg.

d1 displacement thickness, m

c inclination angle of injection hole, deg.

g ®lm cooling e�ectiveness
�g spanwise averaged ®lm cooling

e�ectiveness

l dynamic viscosity of free-stream, kg/m s

w uncertainty

q density, kg/m3

/ direct variables related to h and g

Subscripts

0 initial condition

EST equivalent step temperature

i the ith test (in this experiment, i� 1±8)

i&j the test set of the ith and the jth test

m free-stream

r reference condition

reg multi-test regression analysis

w surface of test piece
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Eqs. (5) and (7) are substituted into Eq. (4), which be-

comes

Tw ÿ T0

g�Tc ÿ Tm� � Tm ÿ T0

� B
h
����
at
p
k

� �
: �8�

Note that both Tm and Tc are both time-varying func-

tions. Thus, the temperature response on wall surface

could be modi®ed by convolution integration as

Tw ÿ T0 � g�Tc;0� ÿ Tm;0� � Tm;0 ÿ T0�B h
����
at
p
k

� �
� g _Tc�t�

�h
ÿ _Tm�t�

�
� _Tm�t�

i
� B

h
����
at
p
k

� �
; �9�

where subscript 0 represents the initial time value of

function, and the symbol * is the convolution operator.
Furthermore, the ESTs of free-stream (Tm;EST) and

injection ¯ow (Tc;EST) are respectively, de®ned as [8]

Tm;EST�h; t� �
B �h ����

at
p �=k

ÿ � � _Tm�t�
B �h ����

at
p �=k

ÿ � � Tm;0; �10�

Tc;EST�h; t� �
B �h ����

at
p �=k

ÿ � � _Tc�t�
B �h ����

at
p �=k

ÿ � � Tc;0: �11�

Replacing the free-stream temperature (Tm) and in-

jection ¯ow temperatures (Tc) in Eq. (9) by the above

de®nitions of EST (Tm;EST, Tc;EST), and rearrange to

obtain

Tw ÿ T0

g�Tc;EST ÿ Tm;EST� � Tm;EST ÿ T0

� B
h
����
at
p
k

� �
: �12�

After conducting two tests, h and g in Eq. (12) can be

solved by the two equations

Tw ÿ T0;1

g�Tc;EST;1 ÿ Tm;EST;1� � Tm;EST;1 ÿ T0;1

� B
h
������
at1

p
k

� �
;

�13�

Tw ÿ T0;2

g�Tc;EST;2 ÿ Tm;EST;2� � Tm;EST;2 ÿ T0;2

� B
h
������
at2

p
k

� �
:

�14�

The subscripts 1 and 2 denote the ®rst test and the

second test, respectively. A more detailed description for

obtaining h and g by this EST method can be found in

the work of Chen et al. [8]

2.2. System characteristics

The test cases in the present study were conducted

with test piece remained at room temperature, ®xed free-

stream temperature and varied injection temperatures.

The characteristics of Eq. (12) with di�erent Tc;EST are

shown in Fig. 1(a)±(c). When the test conditions were

varied from Tc;EST < Tm;EST to Tc;EST > Tm;EST, the system

would have constructional change. Fig. 1(a) shows the

h±g curve C when the EST of injection ¯ow is lower than

the EST of free-stream. The g value at the singular point

in Eq. (12) was de®ned as point Q and the g value is

equal to �Tm;EST ÿ Tinitial�=�Tm;EST ÿ Tc;EST�. The curve C

intercepts the vertical axis at point R and the h value is

equal to k�at�ÿ1=2Bÿ1��Tw ÿ Tinitial�=�Tm;EST ÿ Tinitial��. For

Tc;EST < Tm;EST, point Q would be located on the right

plane of vertical axis. When g approaches point Q, h

would increase to in®nity, so the curve C would be an

increasing function. In a physical system, g value ranges

from 0 to 1. Fig. 1(b) shows the h±g curve C when the

EST of injection ¯ow is higher than the EST of free-

stream. Since Tc;EST > Tm;EST, point Q would be located

on the left plane of vertical axis and the curve C would

be an decreasing function. For the critical point at

Tc;EST � Tm;EST of the system, point Q does not exist.

Curve C will become a horizontal line as shown in

Fig. 1(c) and the h value is a constant. Therefore, for

some cases in the two-test method of transient liquid

crystal thermography, the injection temperature will be

set equal to the free-stream temperature in the ®rst test

to determine the h value. The obtained h value will then

be substituted into the equation of the second test to

determine g value [2,3].

After realizing the basic system characteristics of

Eq. (12), the intersection forms of the two curves for the

equation set (Eqs. (13) and (14)) could be classi®ed into

three types as shown in Figs. 2(a)±(c). Figs. 2(a) and (b)

represents test sets with injection temperatures that are

Fig. 1. The characteristics of Eq. (12).
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both set at ``the same side'' of free-stream temperature.

When both ESTs of injection ¯ows are lower than the

EST of free-stream with Tc;EST;1 < Tc;EST;2 < Tm;EST, the

intersection form of curves C1 and C2 is shown in Fig. 2(a).

A reverse situation with Tc;EST;1 > Tc;EST;2 > Tm;EST is

shown in Fig. 2(b). If the temperature di�erence of in-

jection ¯ow pair is too small (the included angle around

the intersection point of curves C1 and C2 are small as

shown in Figs. 2(a) and (b)), a small perturbation or any

undetermined random system noise might induce the

deviation of curve and cause a large deviation in result.

It also implies that the coe�cient matrix of the equation

set has been ill-conditioned at this situation. Fig. 2(c)

shows the intersection form of curves C1 and C2 with

Tc;EST;1 > Tm;EST > Tc;EST;2. Near the intersection point,

one of the curves has positive slope and another with

negative slope. When both Tc;EST;1 and Tc;EST;2 approach

Tm;EST, both slopes will approach zero near the inter-

section point and the included angles will become small.

Also, a slight perturbation or noise of system can induce

a large deviation of result. When the temperature dif-

ference of injection ¯ow pair is increased, the included

angles between two curves will increase gradually and

the e�ect of system perturbation on the results would

become less signi®cant.

Comparison on Figs. 2(a)±(c) shows that a large in-

cluded angle between the characteristic curves will be

easier to be obtained by conditions of Fig. 2(c). There-

fore, the present analysis suggests that a stable result can

be attained by choosing a large temperature di�erence

for the injection ¯ow pair with one higher and another

lower than the free-stream temperature.

The selection of injection temperature pair is quali-

tatively described through the analysis of system char-

acteristics mentioned above while the quantitative

results will be shown in the discussions later.

3. Test facility

The present study used wire-screen heaters for the

heating of free-stream and injection ¯ow. The initial

temperature of the test piece was maintained at room

temperature. When the transient experiment is initiated,

the only procedure that has to be taken is to switch on

the heaters. Therefore, the ¯ow pattern can be ®rmly

maintained during the test. A schematic view of test

facility is shown in Fig. 3(a).

The free-stream ¯ow system was constructed by a

suction type wind tunnel. A convergent nozzle with an

area contraction ratio of 9:1 accelerates the free-stream

air. The screen heater was designed to o�er step tem-

perature rise as perfect as possible. The heater was

constructed by using high resistance, high heating re-

sponse and densely interwoven heating wires of 0.1 mm

diameter to ensure that the temperature distribution is

uniform and temperature history is steady during the

transient experiment. The heating wires were winded on

Fig. 3. (a) Schematic view of test facility; (b) cylindrical holes

con®guration of ¯at piece.

Fig. 2. The characteristics of Eqs. (13) and (14) at di�erent injection temperatures.
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several sensitized and etched circuit boards that were

machined to ®t the test section to prevent any ¯ow

disturbance. The biplanar bar-grid turbulence promoter

with a porosity of 50%, formed by crisscrossed 3 mm

diameter metal cylinders, was connected behind the

heater at where 45 cm upstream of the injection holes of

test piece. The test section had a square cross-section

area of 10 cm ´ 10 cm, and the ¯at plate test piece with

coated liquid crystal was placed at the bottom wall of

the test section. The test section and the test piece were

made of plexiglass for the convenience of light spread-

ing, observation, image capturing, and also to prevent

any conduction loss. A ¯ow straightener was positioned

to the rear end of test section, and then an axial fan was

connected as the driving source of ¯ow ®eld.

The injection hole con®guration is shown in Fig. 3(b).

The injection hole diameter is d� 5 mm. The included

angle projected in XZ plane between the injection hole

direction and X direction is c� 35°, and the included

angle projected in XY plane between the injection hole

direction and X direction is b� 0°. The hole length-to-

diameter ratio (L/d) is 3.5 and the pitch-to-diameter

ratio (P/d) is 3. The analyzed region was extended to

X=d � 20.

The free-stream velocity was measured by a hot ®lm

anemometer (Dantec, Flowmeter 54N60). Both the

turbulent intensity and displacement thickness of free-

stream were measured by a TSI IFA-100 anemometer

with hot-wire probes of TSI 1210-T1.5 and TSI 1218-

T1.5, respectively. Transient free-stream temperature

history was measured by a thermocouple and recorded

by a data logger (Gulton Rustrak, Rustrak-Ranger II).

All the above-described measurements were conducted

at 1.5 cm upstream from the injection hole.

The injection ¯ow was supplied by a reciprocating-

type compressor that provides an air¯ow rate of 0.0018

m3/s at an operating pressure of 7 atm. The ¯ow rate was

adjusted by a needle valve and measured by a calibrated

¯ange-type ori®ce. Passing through the ori®ce, injection

¯ow entered a settling chamber. A porous plate with high

¯ow resistance was placed in the settling chamber to

assure the uniformity of injection ¯ow during ejection. In

addition, a screen heater in the chamber o�ers the step

temperature rise of injection ¯ow. A thermocouple was

placed in the chamber to measure the temperature that

was recorded continuously by a data logger.

For the image processing system, a Sony Hi8 camera

captures and records the liquid crystal color change

image at a rate of 30 frames/s. As the recorded tape is

played, the image signals are grabbed by a frame grab-

ber in the Pentium-II computer. The Green value based

image processing software analyzes and outputs the

color change time from the beginning of test to the

threshold Green value of every pixel. The color change

time will be used in the later analysis to determine both h

and g.

The captured image of liquid crystal will be clearer

on a black background. Therefore, black paint was ®rst

sprayed on the back surface of the plexiglass test piece.

The encapsulated liquid crystal liquid (Hallcrest, BM/

R38C5W/C17-10) was uniformly sprayed a thin layer of

around several lm on the test surface.

The test piece with coated liquid crystal was assem-

bled to the test section after calibration. The axial fan

and compressor were adjusted, respectively to the re-

quired ¯ow rates for the free-stream and injection ¯ow.

The transient test began when the free-stream and in-

jection ¯ow screen heaters were switched on. Simulta-

neously, the liquid crystal color change history was

captured by the video camera, and the data logger re-

corded the transient temperature history of free-stream

and injection ¯ow.

For the data analysis, the recorded videotape

was analyzed by the image processing software to ob-

tain the color change time ®les of every pixel when it

reached the threshold temperature. Finally, the h and g
can be obtained by solving Eqs. (13) and (14) for every

pixel.

4. Experiment design

To understand the e�ect of chosen pair of injection

temperatures on the result of h and g, eight injection

¯ow temperatures were altered for measurement under

®xed free-stream conditions.

The free-stream air¯ow velocity was ®xed at 7.8 m/s.

The free-stream Reynolds number (Red) based on the

injection hole diameter is 2200. The free-stream turbu-

lent intensity (Tu) is 2.3%, and the displacement thick-

ness to hole diameter ratio is d1/d� 0.22. The blowing

ratio (M), de®ned as the momentum ratio of injection

¯ow to free-stream ¯ow (qcuc/qmum), was ®xed at 0.5.

For the present heating system, the free-stream tem-

perature rose to 56°C at about 6 min after the screen

heater was switched on.

Eight di�erent heating conditions of the injection

¯ow were conducted to produce eight di�erent step

temperature rises. After the color change of liquid

crystal completed, the injection temperatures for the

eight tests, which vary widely in a range of 50°C, were

recorded and respectively listed in Table 1. The four

injection temperatures from Tests 1±4 were lower than

the free-stream temperature. The lowest injection tem-

perature will be constrained by the calibrated threshold

temperature of liquid crystal of 38°C and was set to have

a di�erence of 20°C lower than the free-stream. The

other four injection temperatures for Tests 5±8 were set

higher than the free-stream temperature. The highest

injection temperature was set to have di�erence of 30°C

higher than the free-stream. All the uncertainties of ex-

periment conditions were listed in Table 2.
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For each test case, a total number of 1320 pixels

were analyzed in this experiment. The color changes

are all completed within 3±7 min for the whole

measurements. The most questionable Test 1, with the

longest color change time due to the lowest injection

temperature, would still agree with the 1-D semi-

in®nite assumption by the order analysis of governing

equation.

According to Eqs. (13) and (14), h and g results of 28

test sets can be determined from the permutation and

combination of these eight tests, and subscript repre-

sentations of the 28 test sets were listed in Table 3. These

28 test sets were classi®ed into seven groups for the

convenience of discussions. Group 1 consisting of seven

test sets, had the smallest temperature di�erence between

the two injection temperatures of each test set. Group 7,

with only one test set of subscript ``1&8'', had the largest

temperature di�erence for the injection temperature

pair. The classi®cation of the seven groups represents a

trend of increasing injection temperature di�erences of

test set among each group, but the injection temperature

di�erence of each test set in the seven groups were not

strictly limited by a speci®c temperature range.

Furthermore, the results of h and g, determined by

multi-test regression method among the eight tests with

subscript ``reg'', is the comparative criterion for the 28

test sets. The multi-test regression method adopts a large

temperature variation of injection ¯ow in many tests.

From the viewpoint of statistics, the hreg and greg ob-

tained by the multi-test regression method will be a more

accurate and reasonable representation for the true

values (practical heat transfer coe�cient and ®lm cool-

ing e�ectiveness in the present study) at each pixel lo-

cation as compared to h and g obtained by only two

tests. The de®nition of the regression function is iden-

tical to the work of Drost et al. [7], but the ESTs of free-

stream and injection ¯ow in each test have replaced the

DuhamelÕs superposition calculation at every pixel to

simplify the calculation procedure.

De®ne the fi function in the ith test as,

fi�h; g� � Tw ÿ �g�Tc;EST;i ÿ Tm;EST;i� � Tm;EST;i ÿ T0;i�

� B
h
�����
ati
p
k

� �
ÿ T0;i: �15�

The regression function F is de®ned as the square

root of the squared sum of function f1±f8

F �h; g� �
�����������������������X8

i�1

f 2
i �h; g�

vuut : �16�

The solutions hreg and greg can be obtained by ®nding

the minimum value of F.

5. Uncertainty analysis

The uncertainty analysis was conducted on the test

set of subscript ``1&8''. According to Kline and

McClintock [9], if the direct variables are partially-

correlated, the worst-case error will be adopted to esti-

mate the total uncertainty of the derived variables (local

h and g in the present study)

wh �
X

/

oh
o/

� �
w/

���� ����; �17�

wg �
X

/

og
o/

� �
w/

���� ����; �18�

Table 3

28 test sets formed by permutation and combination among

eight tests

Subscript representation

Group 1 1&2, 2&3, 3&4, 4&5, 5&6, 6&7, 7&8

Group 2 1&3, 2&4, 3&5, 4&6, 5&7, 6&8

Group 3 1&4, 2&5, 3&6, 4&7, 5&8

Group 4 1&5, 2&6, 3&7, 4&8

Group 5 1&6, 2&7, 3&8

Group 6 1&7, 2&8

Group 7 1&8

Table 2

Uncertainties of measured parameters

Parameters Uncertainty

um 1.2%

Red 3.4%

Tu 4.5%

M 5.3%

d1/d 3.6%

Tm 0.7°C

Tc 0.2±1°C

T0 0.1°C

Tw 0.1°C

t 0.1 s��������
a=k

p
3%

Table 1

Final temperature of injection ¯ow temperature

Test number Temperature

1 36°C

2 42°C

3 46°C

4 52°C

5 57°C

6 64°C

7 75°C

8 86°C
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where u represents the direct variables (Tw, To, Tc;1, Tc;8,

Tm, t,
���
a
p

=k) as listed in Table 2, and wu represents the

individual uncertainty of u.

The total uncertainties of derived variables propa-

gated by the uncertainties of these direct variables are

shown in Table 4. At position far from the injection

hole, where h� 22 and g� 0.11, the total uncertainties of

h and g are 8.1% and 10.3%, respectively. At the position

near the injection hole, where h� 35 and g� 0.22, the

total uncertainties of h of 8.3% is almost unchanged but

g is decreased to 8.1%. All the uncertainty analysis was

considered at 95% con®dence interval. The contribu-

tions of Tm, To and Tc in the total uncertainty of g are

almost equal.

6. Results and discussion

6.1. The convergence of g

The h and g results of the 28 test sets were all de-

termined. The spanwise averaged ®lm cooling e�ective-

ness (g) of the seven groups are shown in Fig. 4(a)±(g),

respectively. For each group in Fig. 4(a)±(g), g of the

two-test method was compared with greg of multi-test

regression method. In each ®gure, the test set with in-

jection temperature pair that ``stride across'' the free-

stream temperature, was specially indicated by symbols

to observe the convergent characteristic. As the tem-

perature di�erence of the injection temperature pair in-

creases, the g of two-test method gradually merge to the

greg. The convergence phenomena of the seven groups

verify the system characteristics as discussed previously.

The seven g curves in Group 1 are shown in Fig. 4(a).

The widely spreading range of g represents poor accu-

racy, and also implies poor precision. Though some

curves such as g1&2 and g5&6 are slightly close to the

regression value greg, but they are not reliable. According

to the authors' experience, when the chosen tempera-

tures of injection ¯ow pair are too close, it is hard to

obtain the same g even under the same experimental

conditions. The random and unstable characteristics of

the system will appear and show strong in¯uence. A

small perturbation in either injection ¯ow temperature

or system noise might cause a large bias in the results.

And those rugged curves, not as smooth as greg, also

imply a large error for the g in Group 1. From the in-

jection ¯ow temperatures of the test sets in Group 1, the

g1&2, g2&3 and g3&4 can be grouped into system type of

Fig. 2(a), g5&6, g6&7 and g7&8 belong to system type of

Fig. 2(b) and g4&5 has system type of Fig. 2(c). The

unstable curves of g show that the test sets with char-

acteristic curves of small included angle will induce error

in g evaluating.

In Fig. 4(c), the convergence improvement is more

evident by the ®ve test sets in Group 3. The results of

g2&5 and g3&6 which are close to greg seem reasonable, but

they still could not guarantee the recurrence and sta-

bility.

When the temperature di�erence of injection ¯ow

pairs in Groups 5, 6 and 7 are further increased, the

maximum bias between the greg and g curves of these

groups decreases to 13%, 9.7% and 6.6%, respectively in

Fig. 4(e)±(g). In the ®nal case in Group 7, the tem-

perature di�erence of the injection ¯ow pair is 50°C. The

criterion of convergence can just be set when the e�ect of

temperature variation (or perturbation) of injection ¯ow

pair on the results becomes small. Four test sets of g2&7,

g1&7, g2&8 and g1&8 that possessed large temperature

di�erences of injection ¯ow pair from 33°C of g2&7 to

50°C of g1&8, were found to have the biases lower than

10% with greg. These four test sets showed that when

either the upper or lower boundary of injection tem-

perature of g2&7 was further extended (or perturbed), the

g results would remain stable and stay close to greg.

Therefore, the chosen injection ¯ow temperatures pair of

g2&7 can be set as the convergent criterion in the present

test system. Of course, a larger temperature di�erence of

injection ¯ow pair is recommended for a more con®rmed

convergence condition. For the test conditions of g2&7,

one of the injection temperatures is 14°C lower than the

free-stream temperature and another is 19°C higher than

free-stream temperature, and a total temperature dif-

ference of 33°C was set for the injection ¯ow pair. It is

suggested that the two temperatures of injection ¯ow

pair should be chosen at the ``di�erent sides'' of free-

stream temperature, which is one higher and another

lower than the free-stream temperature, to obtain a

stable result. This criterion on choosing injection tem-

perature pair for the two-test method is totally di�erent

from the past experience in conventional transient liquid

crystal thermography, which normally possess the sys-

tem types of Fig. 2(a) or (b) with the injection tem-

peratures at ``the same side'' of the free-stream

temperature.

As shown in Fig. 4(g), the g curves of two-test

method will be as smooth as the multi-test regression

curve after convergence. It is proved that the increase of

injection temperature di�erence can ensure the re-

currence of test results and also improve the stability of

g curves.

It is clear that the relation between the temperature

di�erence of injection ¯ow pair and the free-stream

temperature causes the inaccuracy in g. This meaning

is also indistinctly revealed by the product of g and

Table 4

Total uncertainties of h and g

Nominal values h g

h� 22, g� 0.11 8.1% 10.3%

h� 35, g� 0.22 8.3% 8.1%
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temperature di�erence term (Tc;EST ) Tm;EST) in the

denominator of Eq. (12).

6.2. The convergence of h

The spanwise averaged heat transfer coe�cient (h)

for the 28 test sets in the seven groups are compared to

the regression result hreg. For simplicity, only Group 1,

2, 6 and 7 are shown in Fig. 5(a)±(d). The hreg value is in

a range of 20±32 W/m2 °C. When the temperature dif-

ference of injection ¯ow pair increases, the h result will

merge to hreg as the g results discussed in previous sec-

tion. However, the bias of h is not as large as the bias of

g. The perturbation e�ect of injection temperatures on h
is less signi®cant.

The seven h curves in Group 1 are shown in Fig. 5(a).

The maximum bias is about 15%. The rugged curves

appear only at this stage. The six h curves in Group 2 are

shown in Fig. 5(b). The maximum bias has decreased

into the acceptable range of 10%. The remaining groups

have more accurate h results. The relations between the

chosen temperatures of injection temperature pair and

the free-stream temperature are not signi®cant in Group

3 to 7. For the four test sets of h2&7, h1&7, h2&8 and h1&8

with converged g curves, the results are almost merged

together and the biases from hreg are lower than 5%.

Obviously, the random and instability of system are

obvious in g results. Relatively, the h results could be

regarded as independent of the chosen injection tem-

perature pair in the measurement. Conclusively, the two

Fig. 4. The comparison between greg and g in seven groups.
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temperatures of injection ¯ow pair in the two-test model

have to be chosen carefully in order to reduce the error

of g. Otherwise, the system behavior of a heat transfer/

¯uid mechanics system might be misunderstood.

6.3. The relations between the multi-test regression

method and two-test method

According to the previous discussions, when the

temperature di�erence between the free-stream and in-

jection ¯ow is increased to some extent in two-test

method, the results of h and g will show good agree-

ment with the results obtained by multi-test regression

analysis. If a proper injection temperature pair is

chosen to obtain stable results, the results of the two-

test model will be identical to the results of multi-test

regression analysis. This deduces a conclusion that

under the convergence condition, the results of multi-

test regression are only concerned with the two test

conditions on the boundaries among the multi-test

temperature variation range, and almost unconcerned

with the middle test conditions within the range. That

is, among the eight component terms of f1±f8 in the

multi-test regression function F(h, g) of Eq. (16), only

the two component terms of f1 and f8 dominate the

results. Therefore, the results of regression analysis

would completely coincide with the two-test results of

h1&8 and g1&8.

Similarly, for another convergent test set of subscript

``2&7'', the function F was reduced to six component

Fig. 4 (continued)
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terms of f2±f7 to conduct the regression analysis. The

same conclusion could also be made that the two com-

ponent terms of f2 and f7 dominated the six-test regres-

sion function F. This conclusion was also veri®ed by

other convergent test sets, e.g., test sets of subscript

``1&7'' or ``2&8''.

Therefore, the stable results produced by a properly

chosen pair of injection temperatures also represent the

results of multi-test regression analysis over this tem-

perature range. Consequently, the system behavior has

been entirely presented by the two-test method. Hence,

long measurement period and data processing time

could be avoided since the two-test method with proper

pair of injection temperatures can produce results close

to the multi-test results.

7. Conclusions

Film cooling measurements were conducted on a ¯at

plate with an injection angle of 35°, p/d� 3, M� 0.5,

T1 � 56°C and Red� 2200. Several conclusions can be

drawn and given as the followings on the basis of

measured results.

Comparisons were made between results obtained

from each arbitrary chosen pair of ®lm cooling tests

by the two-test method and results obtained from all

eight ®lm cooling tests by using the regression ap-

proach. The comparisons show that the di�erence is

acceptable between the two methods for the heat

transfer coe�cient results, but the di�erence will be

signi®cant in ®lm cooling e�ectiveness if the heated

Fig. 5. The comparison between hreg and h in ®ve groups.
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injection temperatures are not properly chosen in the

two-test method.

Under present test conditions, a rule of thumb is to

choose a heated injection temperature that is lower than

the heated free-stream temperature in the ®rst test, and

another higher than that in the second test for the

analysis of two-test method. At a free-stream tem-

perature of 56°C, the ®lm cooling e�ectiveness result

obtained from a pair ®lm cooling tests converges with

result obtained from the regression of all eight tests

when the heated injection temperatures of the two tests

are respectively, chosen at 42°C and 75°C (test case

2&7). Therefore, this injection temperature pair will be

the convergent criterion in the present test system with a

maximum bias of 10% from the regression results. The

maximum bias from the regression results can be de-

creased to 6.6% as the two injection temperatures were

set as 36°C and 86°C (test case 1&8), respectively.
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